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1. Executive summary 
 

This document presents a summary and basic statistical data for the formed task-specific corpora and 

image databases. For both corpora and image databases we first give a short description of the procedures 

used for data acquisition, cleaning and storing, as well as the description of data sources used. Then we 

describe the structure of the accumulated corpora and image databases, including metadata structure used 

for annotation purposes. For text corpora, we additionally provide the results of corpus content analysis, 

showing the representativeness of corpora texts, covering the distribution of distinct action verbs and 

distinct terms denoting action background elements.  
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2. Introduction 
 

This document presents a summary and basic statistical data for the formed task-specific corpora and 

image databases.  It is important to accumulate extensive text and image data in order to provide 

qualitative input for other ACAT activities, first of all for process memory formation. Process memory 

formation is a data-driven process where topic related text and image material is analyzed in order to 

extract action verbs and verb-associated objects thus forming a backbone for Action Category formation. 

The quality of the Action Category back-bone is directly dependent on the number of distinct action verbs 

and action category objects, that can be extracted from the accumulated data, and, for this reason, basic 

statistical data for the accumulated corpora and image databases is provided, in line with the description of 

the procedures and sources used for data acquisition and cleaning. 

The goal of this document is to present the current status of accumulated corpora and image databases for 

two ACAT project scenarios – CHEMLAB and IASSES. The thorough description of two demonstrator 

scenarios and related instruction sheets is presented in D5.1. Only a brief overview of these scenarios is 

presented in this document in order to show the content-requirements for the accumulated corpora and 

image databases.  

3. Task-specific corpora and image databases 
 

In ACAT, both corpora and image data are accumulated for two main scenarios – CHEMLAB and IASSES. 

Procedures, used for data accumulation are similar for both scenarios, while the main difference lies in the 

sources used. CHEMLAB and IASSES scenarios are thoroughly described in D5.1, and only a very brief 

description is given in this section in order to be able to show the conformity of the accumulated corpus 

and image data. 

 The selected CHEMLAB scenario is the process of DNA extraction from a sample. The process involves the 

handling of liquids (pouring, decanting, etc.) and usage of standard laboratory equipment such as jars of 

different size and shape, filter cartridges, and a centrifuge. In order to be successful the process has to be 

executed under the required constraints (temperature, time schedule, etc.) stated in the respective lab 

protocol. 

The IASSES scenario focuses on manufacturing tasks from the production of rotors for submersible pumps 

at the SQ-factory at the Danish company Grundfos.  

Both the accumulated corpora and image databases are stored on a subversion (SVN) server, dedicated to 

the ACAT project (URL http://kleinas.vdu.lt/svn/ACAT-416859).  

3.1. Formation of task-specific corpora 
 

The main points, characterizing the formed corpora for CHEMLAB and IASSES scenarios of ACAT, are: 

http://kleinas.vdu.lt/svn/ACAT-416859


Page 4 of 19 
 

1) Procedures for corpus data acquisition and cleaning, data sources. 

2) Corpus structure, including metadata structure. 

3) Summary and statistics for the accumulated corpora.    

3.1.1. Procedures and data sources 
 

Procedures for corpus data acquisition and cleaning and their sequence are presented in Figure 1.  

                                        

Figure 1: Procedures for corpus acquisition and cleaning 

 

Both crawling of freely available Internet resources and use of specific domain-focused document 

databases are employed for corpus data acquisition. Crawling is executed by applying a focused crawler, 

using domain-specific keyword lists, accumulated by applying pre-analysis of domain specific texts and 

expert input, and an URL list at its input.  

Crawling was executed using the Apache Nutch scalable open source crawler (http://nutch.apache.org/ ). 

Figure 2 presents the crawling scheme. CrawlDB database maintains info on all known URL: fetch schedule, 

fetch status, page signature and metadata. LinkDB database includes list of source urls. Segments database 

keeps crawled web page context, it‘s plain text and outlink. Injector module is responsible for adding new 

urls. Generator and Fetcher prepare fetchlist and download content. Crawled data is preprocessed by 

Parser module. It cleans fetched content from html tags and additional information. Each crawled website 

can be periodically updated with Updater module. Link inverter allows to crawl data from the inner urls of 
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already fetched websites. Finally, crawled data is indexed (Indexer module) and sent to Sorl Indexer to 

remove duplicates. 

 

Figure 2: Crawling scheme using the Apache Nutch crawler (source: https://nutch.apache.org/) 

Domain-specific document databases, used for corpus text collection, include available industrial databases 

with task specific manuals, training materials and scientific papers. 

In the first processing layer, corpus data is cleaned using boilerplate removal schemes, i.e. detecting 

and removing the surplus "clutter" (HTML tags, templates) around the main textual content. PDF 

documents are converted to the plain-text format, using PDFBox tools (http://pdfbox.apache.org/). PDFBox 

is an open source Java PDF library for working with PDF documents. The PDFBox library allows creation of 

new PDF documents, manipulation of existing documents and the ability to extract content from 

documents. It is a common Apache Nutch plugin for indexing PDF documents. There is also possibility to 

integrate PDFBox with Apache UIMA for document unstructured content analysis.  

Plain-text, obtained as the result of the first processing layer, is the supplied to the second processing layer, 

dedicated to additional text filtering. In this layer, keyword lists and stop-word lists are used to filter out 

texts, which are irrelevant or weakly linked to the domain. 

Finally, morphological annotation of the corpus texts is accomplished using Stanford tools for 

morphological analysis (http://nlp.stanford.edu/software/). This annotation level is obligatory in order to 

be able to identify action verbs and action object categories in the text. The final result of this processing 

level is an XML document for each corpus text.     

For the CHEMLAB scenario, Internet crawling was used as the main source of information. The process was 

executed in iterations, with the resulting lists of extracted keywords from one iteration used as focusing 

info for the next iteration. Also, documents with tutorials and training material on chemical and 

biotechnological experiments were used, as well as scientific documents from the PUBMED database 

(http://www.ncbi.nlm.nih.gov/pubmed). 

https://nutch.apache.org/
http://pdfbox.apache.org/
http://nlp.stanford.edu/software/
http://www.ncbi.nlm.nih.gov/pubmed


Page 6 of 19 
 

For the IASSES scenario, the main sources of information are collections of different manual documents in 

PDF format.  

3.1.2. Corpus structure 
 

The size of the accumulated CHEMLAB corpus is 8919087 running words. It is structured in the following 

way: 

¶ 33,84% (3018220 running words) - general chemistry texts, crawled from internet, mainly tutorials 

for chemical experiments; 

¶ 41.51% (3702313 running words) - biochemistry and biotechnology texts, crawled from the 

Internet; 

¶ 24.65% (2198554 running words) - biochemistry and biotechnology texts from PUBMED electronic 

library. 

Further analysis of accumulated CHEMLAB texts is done separately for the general chemistry part (marked 

as CHEMLAB) and biochemistry and biotechnology part (marked as BIOCHEM). 

The size of the accumulated IASSES corpus is 3563775 running words. It consists of manuals, assembly 

instructions and descriptions, crawled from the Internet and obtained from project partner document 

libraries. 

Both CHEMLAB and IASSES corpora is available in two formats: 

1) Plain text format; 

2) XML format with morphological tags added.  

The morphological tags for CHEMLAB and IASSES corpora are formed, using Stanford annotation tools and 

POS (Part-Of-Speech Tagging Guidelines), designed for the Pen Treebank Tagging Project 

(http://repository.upenn.edu/cis reports/570). 

The list of tags used for morphological annotation is presented in Table 1. Figure 3 presents an excerpt 

from a morphologically tagged CHEMLAB corpus. Annotations for the IASSES follow the same metadata 

structure. 

http://repository.upenn.edu/cis%20reports/570
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Table 1: Tags used for morphological annotation of ACAT corpus data (source: http://repository.upenn.edu/cis reports/570). 

 

Figure 3:  Excerpt from a morphologically annotated CHEMLAB corpus. 

Coordinating conjunction CC

Cardinal number CD

Determiner DT

Existential there EX

Foreign word FW

Preposition or subordinating conjunction IN

Adjective JJ

Adjective, comparative JJR

Adjective, superlative JJS

List item marker LS

Modal MD

Noun, singular or mass NN

Noun, plural NNS

Proper noun, singular NP

Proper noun, plural NPS

Predeterminer PDT

Possessive ending POS

Personal pronoun PP

Possessive pronoun PP$

Adverb RB

Adverb, comparative RBR

Adverb, superlative RBS

Particle RP

Symbol SYM

to TO

Interjection UH

Verb, base form VB

Verb, past tense VBD

Verb, gerund or present participle VBG

Verb, past ~articiple VBN

Verb, non-3rd person singular present VBP

Verb, 3rd person singular present VBZ

Wh-determiner WDT

Wh-pronoun WP

Possessive wh-pronoun WP$

Wh-adverb WRB

http://repository.upenn.edu/cis%20reports/570
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3.1.3. Corpus summary and statistical data 
 

Apart from the general corpus size, measured in the total number of running words, the compiled 

CHEMLAB and IASSES corpora are assessed by the following aspects: 

¶ Corpus word distribution by morphological categories,  

¶ Distinct possible action verbs and action category objects (single and multiword elements), that can 

be extracted from the corpus,  

¶ Distinct possible multi-word keywords, extracted from the corpus. 

Algorithms for the analysis of accumulated corpus data are presented in detail in project-related 

publication (Markievicz et al., 2013). The glossary of the most common action-verbs is obtained by building 

a verb-frequency list and filtering out the most frequent actions. In order to have a complete action 

representation, term-specific linguistic patterns, which include verbs, prepositional verbs (verb + 

preposition) and phrasal verbs (verb + [direct object] + adverb) and other multiword verbs (verb + direct 

object, verb + modifier) are used. Text preprocessing, leading to building of a glossary of possible action 

environment elements, involves collocation extraction methods. Collocation is a sequence of words that co-

occur more often than it would be by chance (e.g. room temperature). Statistical log Dice coefficient 

method is used for extracting collocations from text. With action environment element glossary in place, 

classification of environment elements is done according to their action-specific roles by applying certain 

rules or search patterns.  

The following software modules were prepared specifically for the ACAT project for analyzing the number 

of possible candidate-elements for process memory formation: 

- for calculating word distribution by morphological categories (tags),  

- for building frequency lists of single and multi-word terms. 

Figure 4 and Figure 5 present the analysis results for word distribution by morphological categories in the 

general chemistry part of the CHEMLAB corpus. Figure 4 presents the accumulated percentage data 

distribution for the main morphological categories participating in the process memory formation – verbs, 

nouns, adjectives and prepositions. Figure 5 presents detailed data for word distribution by all available 

morphological categories. 
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Figure 4: The accumulated percentage data distribution for the main morphological categories of the general 
chemistry part of the CHEMLAB corpus. 

 

 

Figure 5: Detailed data for word distribution by all the morphological categories of the general chemistry part of the 
CHEMLAB corpus. 

 

Figure 6 presents an excerpt from the results of extracting distinct possible candidates for process memory 
formation (multiword and single-word terms) for the general chemistry part of CHEMLAB corpus. 
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Figure 6: Distribution of distinct possible single-word and multi-word candidates for process memory formation for the general 

chemistry part of the CHEMLAB corpus. 

 

Figure 7 and Figure 8, correspondingly, present the generalized and detailed analysis results for word 
distribution by morphological categories in the biochemistry and biotechnology part of the CHEMLAB 
corpus.  
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Figure 7: The accumulated percentage data distribution for the main morphological categories of the biochemistry and 
biotechnology part of the CHEMLAB corpus. 

 

 

Figure 8: Detailed data for word distribution by all the morphological categories of the biochemistry and biotechnology part of the 

CHEMLAB corpus. 

 

Figure 9 presents an excerpt from the results of extracting distinct possible candidates for process memory 
formation (multiword and single-word terms) for the biochemistry and biotechnology part of CHEMLAB 
corpus. 
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Figure 9: Distribution of distinct possible single-word and multi-word candidates for process memory formation for the biochemistry 

and biotechnology part of the CHEMLAB corpus. 

 

Figure 10 and Figure 11 present the analysis results for word distribution by morphological categories in the 

in the IASSES corpus. Figure 10 presents the accumulated percentage data distribution for the main 

morphological categories participating in the process memory formation – verbs, nouns, adjectives, 

propositions. Figure 11 presents detailed data for word distribution by all available morphological 

categories. 
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Figure 10: The accumulated percentage data distribution for the main morphological categories of the IASSES corpus. 

 

 

Figure 11: Detailed data for word distribution by all the morphological categories of the IASSES corpus. 

Figure 12 presents an excerpt from the results of extracting distinct possible candidates for process 
memory formation (multiword and single-word terms) for the IASSES corpus. 
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Figure 12: Distribution of distinct possible single-word and multi-word candidates for process memory formation for the IASSES 

corpus. 

3.2. Formation of image databases 
 

The main points, characterizing the formed image databases for CHEMLAB and IASSES scenarios of ACAT, 

are: 

1) Procedures for image data acquisition and cleaning, data sources. 

2) Image database structure, including metadata structure. 

3) Summary for the accumulated image databases. 
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3.2.1. Procedures and data sources 
 

Procedures for image data acquisition and cleaning and their sequence are presented in Figure 14. 

 

 
Figure 14: Procedures for image database acquisition and cleaning. 

 

Both crawling of freely available Internet resources and use of 3D CAD and image libraries are employed for 

image data acquisition. Crawling is executed by applying image crawler, specifically built for ACAT, using 

domain-specific keyword lists. 3D CAD and image libraries employed include the GrabCAD Free 3D CAD 

library (http://grabcad.com/) and image libraries of project partners (SDU and UoB). 

In the first processing layer, 3D CAD and image library data is filtered, using domain-specific keyword lists, 

accumulated by applying pre-analysis of domain specific texts and expert input.  

Further on, the images are supplied to the second processing layer, dedicated to image cleaning by 

applying specialized image cleaning algorithms. Two algorithms (Kulvicius et al., 2014; Schoeler et al., 2014) 

for automated and unsupervised generation of “clean” image  databases were developed which can cope 

with the problem of homographs, i.e., the words that are spelled the same but have different meanings. 

For example, the word “nut” could mean a hardware or a fruit. For disambiguation we make use of image 

searches (like Google), text searches and language translations. In the first approach (called SIMSEA, 

Kulvicius et al., 2014) we use additional linguistic cues to demarcate our intended meaning of a word. Here, 

we combine this linguistic refinement with the image-search in the following way. We conduct several 

different image subsearches, where we pair the basic search term with an additional linguistic cue. For 

example, if we are interested in the category “nut”, we search for “bolt nut”, “metal nut”, “plastic nut”, 

Focused Internet 
crawling for image

data

3D CAD and image 
libraries

Filtering by keyword 
lists

Image database cleaning

Adding metadata

http://grabcad.com/
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etc., depending on the context we are interested in. The expectation is that images that are retrieved by 

more than one of these subsearches are more likely to be of interest, than those that are retrieved only 

once. In the second approach (called TRANSCLEAN, Schoeler et al., 2014), in order to address the problem 

of homographs, we present a method for automatic (without human supervision) generation of task-

relevant training sets for object recognition by using the information contained in a language-based 

command like “tighten the nut”. We ground our approach based on two facts: 1) homographs rarely occur 

for one word in multiple languages at the same time and 2) context information (action) provided by the 

command can be used in order to get rid of ambiguous and non-task relevant translations. We evaluated 

performance of our methods on image classification task (10/15 ambiguous classes) and obtained on 

average 17% and 23% (SIMSEA and TRANSCLEAN, respectively) improvement in object recognition as 

compared to standard Google search. The details of presented cleaning algorithms can be found in project-

related publications (see Attached papers). 

Finally, metadata, describing the classification, format and image quality information for the acquired 

images, is attached. This is done by adding a satellite XML file for each image object, using a semi-manual 

procedure and proprietary software.  

3.2.2. Image database structure 
 

The ACAT image databases are structured in the following way: 

¶ CHEMLAB image database, containing different images of tools for chemical experiments;  

¶ IASSES image database, containing objects for robot manipulation in the IASSES scenario as well as 

assembly instruction illustrations.  

Sources for the CHEMLAB image database are: 

¶ Partner supplied images (UoB); 

¶ Images  from free CAD libraries (GrabCAD); 

¶ Images crawled from Internet. 

Depending on the format and quality of the acquired images, the IASSES image database is structured in 

the following way: 

¶ Images crawled from Internet, 

¶ Partner provided rendered images based on CAD models (SDU),  

¶ Partner provided images from rotor caps (SDU). 

The partner provided IASSES scenario images illustrate four different sequences - failing and succeeding 

grasping actions with two different orientations: gripper top and gripper front (Table 2). For each distinct 

image, the following versions are given: low-resolution image from the carmine sensor, high-resolution 

image from the stereo pike cameras and high-resolution images from the stereo pike cameras with addition 

pattern projection. 
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Table 2: IASSES scenario images, illustrating the success/failure of grasping action  

GRIPPER ORIENTATION ACTION FINAL STATE IMAGE SOURCE SIZE (MB) FILES RESOLUTION 

gripper top 

failure 

stereo projector (png) 927,4 208 high 

stereo (png) 466,5 116 high 

carmine top 21,1 24 low 

success 

stereo projector (png) 839,4 190 high 

stereo (png) 501,8 124 high 

carmine top 14,9 17 low 

gripper front 

failure 

stereo projector (png) 765,2 180 high 

stereo (png) 480,3 120 high 

carmine top 20,2 23 low 

success 

stereo projector (png) 429,1 100 high 

stereo (png) 110 27 high 

carmine top 20,2 23 low 

 

The rendered images based on CAD models are provided for illustration purposes only - as the models do 

not contain information about material or texture, the generated images are not photo-realistic. Currently 

the CAD models are utilized to extract 3D shape information which in turn is used to identify the object and 

its pose in real-world situations. The models consist of:  magnet, rotor core, rotor cap, rotor axle, pressure 

ring. 

For both CHEMLAB and IASSES image databases, each image file is accompanied by a satellite XML file with 

object-specific metadata, describing the classification, origin and image quality information. 

Figure 15 presents examples of XML files, showing the structure of image metadata. 

 

Figure 15: Examples of XML files with image metadata for CHEMLAB and IASSES image databases 

3.2.3. Image database summary 
 

The compiled CHEMLAB and IASSES image databases are assessed by the following size/quality aspects: 

¶ total number of images,   

¶ image distribution by sources of acquisition, 

¶ image distribution by image file formats.   
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The size of the accumulated CHEMLAB image database is 1818 images. Distribution by image sources for 

CHEMLAB is: 

¶ 1568 images (86%) – crawled from Internet (Google images), 

¶ 234 images (13%) – obtained from free CAD libraries (GrabCAD), 

¶ 16 images (1%) – high quality partner-supplied images (UoB).   

 

Distribution by image formats for CHEMLAB is: 

¶ 1566 images (86%) – JPEG images, 

¶ 237 images (13%) – bitmap images (BMP, PNG, GIF), 

¶ 15 images (1%) – other formats (SVG, TIFF, SLDPRT, etc.). 

The accumulated IASSES image database contains 1208 images. Distribution by image sources for IASSES is: 

¶ 50 images (4,14%) – crawled from Internet (Google images), 

¶ 1152 images (95,36%) – partner provided images from rotor caps (SDU), 

¶ 6 images (0,5%) - partner provided rendered images based on CAD models. 

 

Distribution by image formats for IASSES image database is: 

¶ 43 images (3,74%) – JPEG images, 

¶ 87 images (7,24%) – PPM files, 

¶ 1067 images (88,77%) – PNG images, 

¶ 3 images (0,25%) – GIF images. 

Figure 16 and Figure 17 present the examples of obtained different CHEMLAB and IASSES images 

correspondingly. 

 
Figure 16: Examples of obtained CHEMLAB images for tool ‘centrifuge’ 
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Figure 17: Examples of accumulated IASSES images 

4. Conclusions 
The corpora compiled for the CHEMLAB and IASSES scenarios, as well as the image databases, will serve as 

the basis for process memory formation through the identification of action categories and action 

background elements.  

The information, collected for domain-specific ACAT corpora and databases, together with data structures 

defined in deliverable D2.1 on ”Background data structure”, make it possible to reach the ACAT project 

Milestone MS2 ”Information infrastructure prepared & data structures defined“.  

Both the corpora and databases will be further continuously updated along with the Project timeline, and 

will be presented in an updated form in the deliverable D1.4.  
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